
Social Computing in Social 
Media 

MadhuKumari

NIT Hamirpur

DATA 2014 1



Composition

The formation and evolution of social networks 
is affected by many effects includes:

ÅSelf-interest,

ÅSocial and resource exchange,

ÅBalance,

ÅHomophily,

ÅProximity.
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Why Social Computing

Social Media Ecosystem

ÅFollowers vs. followed

ÅGuanine vs. Fake (Social Bots)

ÅInformation Diffusion

ÅRecommendations 

ÅThreats
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Outline

ÅSocial theories

ÅSocial Network Landscape

ÅSocial Computing Task

ÅInfluence Models

ÅViral Marketing
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Social Theories for Social Media
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Social Theory in Social Networks

ÅSocial Correlation Theory

Homophily, Influence and Confounding

ÅSocial Balance Theory

Friend of a friend is a friend and 

Enemy of a Enemy is a friend

ÅStatus Theory
if we take each negative relation, reverse its direction, 
and flip its sign to positive, then the resulting triangle 
(with all positive edge signs) should be acyclic.
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Social Correlation Theory
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Social Balance Theory
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Status Theory
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Gains from Social Theories

More “Social” in Mining Social Media Data

Community Detection

User Classification

Social Spammer Detection

Link Prediction

Tie Strength Prediction

Social Tie Prediction
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Power Laws

ÅTwo quantities x and y are related by a power 
law if y is proportional tox(-c) for a constant c

y = a.x(-c)

ÅIf x and y are related by a power law, then the 
graph of log(y)versus log(x)is a straight line

log(y) = -c.log(x) + log(a)

ÅThe slopeof the log-log plot is the power 
exponentc
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Power Laws in Networks

Degre

e d

Fraction fd = 

1/(2d)

1 1/2

2 1/4

3 1/6

4 ~1/8

Å Degree distribution often satisfies a power law: 

fraction of nodes fd of degree d is proportional to d-c
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Networks and Representation

14

ÅMatrix Representation

Social Network
A social structure made of nodes (individuals or organizations) and 
edges that connect nodes in various  relationships like friendship, 
kinship etc. 

DATA 2014



Properties of Large-Scale Networks

ÅNetworks in social media are typically huge, involving 
millions of actors and connections.

ÅLarge-scale networks in real world demonstrate 
similar patterns

ïScale-free distributions

ïSmall-world effect

ïStrong Community Structure
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Diameter

ÅMeasures used to calibrate the small world effect

ïDiameter: the longest shortest path in a network

ïAverage shortest path length

16

ÅThe shortest path between two nodes is called 
geodesic. 
ÅThe number of hops in the geodesic is the
geodesic distance. 

ÅThe geodesic distance between node 1 and 
node 9 is 4.
ÅThe diameter of the network is 5, 
corresponding to the geodesic distance between 
nodes 2 and 9. 
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Community Structure

ÅCommunity: People in a group interact with each 
other more frequently than those outside the group

ÅFriends of a friend are likely to be friends as well

ÅMeasured by clustering coefficient: 

ïdensity of connections among one’s friends
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Clustering Coefficient

Å d6=4, N6= {4, 5, 7,8}

Å k6=4 as e(4,5), e(5,7), e(5,8), e(7,8)

Å C6 = 4/(4*3/2) = 2/3

Å Average clustering coefficient

C = (C1 + C2+ … + Cn)/n

Å C = 0.61 for the left network

Å In a random graph, the expected coefficient is  14/(9*8/2) = 0.19.
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Challenges
ÅScalability
ïSocial networks are often in a scale of millions of nodes and 

connections

ïTraditional Network Analysis often deals with at most hundreds of 
subjects 

ÅHeterogeneity
ïVarious types of entities and interactions are involved

ÅEvolution
ïTimeliness is emphasized in social media

ÅCollective Intelligence
ïHow to utilize wisdom of crowds in forms of tags, wikis, reviews

ÅEvaluation
ïLack of ground truth, and complete information due to privacy
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Social Computing Tasks

ÅSocial Computing: a young and vibrant field

ÅMany new challenges Tasks

ïNetwork Modeling

ïCentrality Analysis and Influence Modeling

ïCommunity Detection

ïClassification and Recommendation

ïPrivacy, Spam and Security
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Network Modeling
ÅLarge Networks demonstrate statistical patterns
ïSmall-world effect  (e.g., 6 degrees of separation)

ïPower-law distribution (a.k.a. scale-free distribution)

ïCommunity structure (high clustering coefficient)

Å Model the network dynamics
ïFind a mechanism such that the statistical patterns observed in large-

scale networks can be reproduced.

ïExamples: random graph, preferential attachment process, Watts and 
Strogatzmodel

ÅUsed for simulation to understand network properties
ïThomas Shelling’sfamous simulation: What could cause the 

segregation of white and black people

ïNetwork robustness under attack 
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Centrality Analysis and Influence Modeling

ÅCentrality Analysis: 

ïIdentify the most important actors or edges

ïVarious criteria

ÅInfluence modeling: 

ïHow is information diffused? 

ïHow does one influence each other?  

ÅRelated Problems

ïViral marketing: word-of-mouth effect

ïInfluence maximization
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Community Detection

Å A community is a set of nodes between which the interactions are 
(relatively) frequent
ïA.k.a.,  group, cluster, cohesive subgroups, modules 

Å Applications: Recommendation based communities, Network Compression, 
Visualization of a huge network

Å New lines of research in social media
ïCommunity Detection in Heterogeneous Networks
ïCommunity Evolution  in Dynamic Networks
ïScalable Community Detection in Large-Scale Networks

23DATA 2014



Classification and Recommendation

ÅCommon in social media applications
ïTag suggestion, Friend/Group Recommendation, Targeting

24

Link prediction

Network-Based Classification
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Importance of Nodes

ÅNot all nodes are equally important

ÅCentrality Analysis: 

ïFind out the most important nodes in one network

ÅCommonly-used Measures

ïDegree Centrality

ïCloseness Centrality

ïBetweenness Centrality

ïEigenvector Centrality
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Degree Centrality

ÅThe importance of a node is determined by the number of 
nodes adjacent to it
ïThe larger the degree, the more import the node is

ïOnly a small number of nodes have high degrees in many real-life 
networks

ÅDegree Centrality

ÅNormalized Degree Centrality:  

26

For node 1, degree centrality is 3;
Normalized degree centrality is 

3/(9-1)=3/8.
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Closeness Centrality

Å“Central” nodes are important, as they can reach the whole 
network more quickly than non-central nodes

Å Importance measured  by how close a node is to other nodes

ÅAverage Distance:

ÅCloseness Centrality 
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Closeness Centrality Example

28

Node 4 is more central than node 3
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Betweenness Centrality

Å Node betweenness counts the number of shortest paths that pass one 
node

Å Nodes with high betweenness are important in communication and 
information diffusion

Å Betweenness Centrality

29

The number of shortest paths between sand t

The number of shortest pathsbetween sand t that pass vi
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Betweenness Centrality Example

30

The number of shortest paths between sand t

The number of shortest pathsbetween sand t that pass vi

What’s the betweenness centrality  for node 5?
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Eigenvector Centrality

ÅOne’s importance is determined by his friends’

Å If one has many important friends, he should be important as 
well. 

ÅThe centrality corresponds to the top eigenvector of the 
adjacency matrix A. 

ÅA variant of this eigenvector centrality is the PageRankscore.
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Strengths of Ties
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Weak and Strong Ties

ÅIn practice, connections are not of the same strength

ÅInterpersonal social networks are composed of 
strong ties (close friends) and weak ties 
(acquaintances).

ÅStrong ties and weak ties play different roles for 
community formation and information diffusion

ÅStrength of Weak Ties

ïOccasional encounters with distant acquaintances can 
provide important information about new opportunities 
for job search
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Connections in Social Media

ÅSocial Media allows users to connect to each other more 
easily than ever
Å One user might have thousands of friends online

Å Who are the most important ones among your 300 Facebookfriends?

Å Imperative to estimate the strengths of ties for advanced 
analysis  
Å Analyze network topology

Å Learn from User Profiles and Attributes

Å Learn from User Activities
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Learning from Network Topology

ÅBridgesconnecting two different communities are 
weak ties

ÅAn edge is a bridgeif its removal results in 
disconnection of its terminal nodes

35

e(2,5) is a bridge e(2,5) is NOTa bridge
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“shortcut” Bridge

ÅBridges are rare in real-life networks

ÅAlternatively, one can relax the definition by checking 
if the distance between two terminal nodes 
increases if the edge is removed

ÅThe larger the distance, the weaker the tie is

Åd(2,5) = 4 if e(2,5) is removed

Åd(5,6) = 2 if e(5,6) is removed

Åe(5,6) is a stronger tie than e(2,5)
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Neighborhood Overlap

ÅTie Strength can be measured based on neighborhood 
overlap; the larger the overlap, the stronger the tie is.

Å -2 in the denominator is to exclude vi and vj
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Learning from Profiles and 
Interactions

Å Twitter: one can follow others without followee’sconfirmation

ï The real friendship network is determined by the frequency two users talk 
to each other, rather than the follower-followeenetwork

ï The real friendship network is more influential in driving Twitter usage

Å Strengths of ties can be predicted accurately based on various 
information from Facebook

ï Friend-initiated posts, message exchanged in wall post,  number of mutual 
friends, etc. 

Å Learning numericlink strength by maximum likelihood estimation

ïUser profile similarity determines the strength

ï Link strength in turn determines user interaction

ïMaximize the likelihood based on observed profiles and interactions
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Learning from User Activities

ÅOne might learn how one influences his 
friends if the user activity log is accessible

ÅDepending on the adopted influence model

ïIndependent cascading model

ïLinear threshold model

ÅMaximizing the likelihood of user activity 
given an influence model
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Influence modeling

Influence modeling is one of the fundamental 
questions in order to understand the 
information diffusion, spread of new ideas, and 
word-of-mouth (viral) marketing

Well known Influence modeling methods

1. Linear threshold model (LTM)

2. Independent cascade model (ICM)
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Common properties of Influence 
modeling methods

ÅA social network is represented a directed 
graph, with each actor being one node;

ÅEach node is started as active or inactive;

ÅA node, once activated, will activate his 
neighboring nodes;

ÅOnce a node is activated, this node cannot be 
deactivated.
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Linear Threshold Model
An actor would take an action if the number of his 
friends who have taken the action exceeds (reaches) a 
certain threshold

ÅEach node v chooses a threshold v randomly from a 
uniform distribution in an interval between 0 and 1.

ÅIn each discrete step, all nodes that were active in 
the previous step remain active

ÅThe nodes satisfying the following condition will be 
activated
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Linear Threshold (LT) Model

ÅA user is either active (influenced) or inactive.

ÅInfluence spreads through the social graph 
from active users to inactive users.

ÅEach user has an activation threshold, 
uniformly distributed in [0,1].

ÅIf the sum of incoming influence from 
neighbors is more than the activation 
threshold, the user becomes active.
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LT Algorithm
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Linear Threshold Model - Example

45

Inactive Node

Active Node

Activation Threshold

Incoming influence

vw
0.5

0.3
0.2

0.5

0.1

0.4

0.3 0.2

0.6

0.2

Stop!

U

x

Spread of node v is 4 
for this choice of thresholds

To estimate the spread of a seed set, this process is 
repeated many times, and the average is takenDATA 2014



Linear Threshold Model- Diffusion 
Process (Threshold = 50%)
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Independent Cascade Model (ICM)

The independent cascade model focuses on the sender’s 
rather than the receiver’s view
ÅA node w, once activated at step t , has one chance to 

activate each of its neighbors randomly
ïFor a neighboring node (say, v), the activation succeeds with 

probability pw,v(e.g. p = 0.5)

ÅIf the activation succeeds, then v will become active at step 
t + 1

ÅIn the subsequent rounds, w will not attempt to activate v 
anymore. 

ÅThe diffusion process, starts with an initial activated set of 
nodes, then continues until no further activation is possible
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Independent Cascade Model- Diffusion 
Process
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Influence Maximization

Given a network and a parameter k, which k 
nodes should be selected to be in the activation 
set B in order to maximize the influence in terms 
of active nodes at the end?

Let ̀ ό.ύ ŘŜƴƻǘŜ ǘƘŜ ŜȄǇŜŎǘŜŘ ƴǳƳōŜǊ ƻŦ ƴƻŘŜǎ 
that can be influenced by B, the optimization 
problem can be formulated as follows:
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Influence Maximization

ÅProblem: 

ïSelect k individuals such that by activating them, 
the expected spread of influence is maximized.

50

Input

Output

Seed set of size k

Social graph with influence
probabilities of edges
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Influence Maximization- A greedy 
Approach

Maximizing the influence, is a NP-hard problem but it is 
proved that the greedy approaches gives a solution 
that is 63 % of the optimal.

A greedy approach:
ïStart with B = Ø

ï9ǾŀƭǳŀǘŜ ˋόǾύ ŦƻǊ ŜŀŎƘ ƴƻŘŜΣ ŀƴŘ ǇƛŎƪ ǘƘŜ ƴƻŘŜ ǿƛǘƘ ƳŀȄƛƳǳƳ ˋ ŀǎ ǘƘŜ 
first node v1 to form B = {v1}

ïSelect a node which will increase ˋό.ύ Ƴƻǎǘ ƛŦ ǘƘŜ ƴƻŘŜ ƛǎ ƛƴŎƭǳŘŜŘ ƛƴ .Φ 

ÅEssentially, we greedily find a node v ɴ V \B such that
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Correlation

It has been widely observed that user attributes 
and behaviors tend to correlate with their social 
networks
ÅSuppose we have a binary attribute with each 

node (say, whether or not being smoker)
ÅIf the attribute is correlated with the network, we 

expect actors sharing the same attribute value to 
be positively correlated with social connections
ÅThat is, smokers are more likely to interact with 

other smokers, and non-smokers with non-
smokers
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Test For Correlation

If the fraction of edges linking nodes with different 
attribute values are significantly less than the 
expected probability, then there is evidence of 
correlation

Example; if connections are independent of the smoking 
behavior:
Åp fraction are smokers (1-p non-smoker)
ïone edge is expected to connect two smokers with 

probability p × p, 
ïtwo non-smokers with probability: όм ҍ Ǉύ ×όм ҍ Ǉύ
ïA smoker and a non-smoker: 2 p (1-p)
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Test For Correlation- An example

Red nodes denote non-smokers, and green ones are smokers. If 
there is no correlation, then the probability of one edge 
connecting a smoker and a non-smoker is 2 × 4/9 × 5/9 = 49%.

In this example the fraction is 2/14 = 14% < 49% , so this 
network demonstrates some degree of correlation with respect 
to the smoking behavior. 

A more formal way is to conduct a ɢ2 test for independence of 
social connections and attributes .
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Correlation in social networks

Homophily; is a term to explain our tendency to link to 
others that share certain similarity with us

Confounding; correlation between actors can also be 
forged due to external influences from environment. 
“two individuals living in the same city are more likely to 
become friends than two random individuals”

Influence;a process that causes behavioral correlations 
between adjacent actors. “if most of one’s friends switch 
to a mobile company, he might be influenced by his 
friends and switch to the company as well.”
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Influence or Correlation
In many studies about influence modeling, influence is 
determined by timestamps

ÅShuffle test is an approach to identify whether 
influence is a factor associated with a social system

Å The probability of one node being active is a logistic function of the 
number of his active friends as follows

ï a is the number of active friends, 

ï ʰ ǘƘŜ ǎƻŎƛŀƭ ŎƻǊǊŜƭŀǘƛƻƴ ŎƻŜŦŦƛŎƛŜƴǘ ŀƴŘ ɓa constant to explain the innate bias for activation
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Activation likelihood

Suppose at one time point t , Ya,t users with a active 
friends become active, and Na,t users who also have 
a active friends yet stay inactive at time t . 

ÅThe likelihood at time t is

Given the user activity log, we can compute a correlation 
coefficient h  ǘƻ ƳŀȄƛƳƛȊŜ ǘƘŜ ŀōƻǾŜ likelihood.
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Shuffle Test

The key idea of the shuffle test is that if influence does 
not play a role, the timing of activation should be 
independent of the timing of other actors. Thus, even if 
we randomly shuffle the timestamps of user activities, 
we should obtain a similar h ǾŀƭǳŜΦ

Test for Influence: 
After we shuffle the timestamps of user activities, if the new 
estimate of social correlation is significantly different from the 
estimate based on the user activity log, then there is evidence of 
influence.
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Food for Social Brain

More Social + Contents Models

Weighted Sign  Models of Network

Lets analyse  Quora

Integrating various social networks 
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Thanks!
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