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Composition

The formation and evolution cdfocial networks
Is affected by mangffects includes:

A Selfinterest,

A Socialand resource exchange,
A Balance,

A Homophily

A Proximity



Why Social Computing

Social Media Ecosystem

A Followers vs. followed

A Guanine vs. Fake (Social Bots)
A Information Diffusion

A Recommendations

A Threats

DATA 2014



Outline

A Social theories

A Social Network Landscape
A SocialComputing Task

A Influence Models

A Viral Marketing



Social Theories for Social Media

Social
Media Data

Social Balance Status Social
Correlation Theory Theory Theories

ﬁ User-based A (rFteIatinrl —base-d\‘ 4 Euntent-based:‘u\\

{ Social Networks User Generated Content ]

Social Media
Mining Tasks
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Social Theory in Social Networks

A Social Correlation Theory
Homophily Influence and Confounding
A Social Balance Theory
Friend of a friend is a friend and
Enemy of a Enemy is a friend
A Status Theory

If we takeeach negative relation, reverse its direction,
and flipits signto positive, then the resulting triangle
(with all positive edgesigns) should be acyclic
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Social Correlation Theory

Social Individual Individual Social
Relations Characteristics Characteristics Relations

A: Homophily B: Influence C: Confounding
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Social Balance Theory
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Status Theory
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Gains from Social Theories

More “Social” in Mining Social Media Data
CommunityDetection

UserClassification

Social Spammddetection

LinkPrediction

Tie StrengtHPrediction

Social Tie Prediction
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Power Laws

A Two quantities< andy are related by aower
law if y is proportional tox(®) for a constant

y =a.x%)
A If xandy are related by a power law, then the
graph oflog(y)versuslog(x)is a straight line

log(y) =c.log(x) + log)
A The slopeof the loglog plot is thepower
exponentc
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Power Laws in Networks

A Degree distribution often satisfies a power law:
fraction of nodesf, of degreed is proportional tod*

Degre Fraction f =
ed 1/(2d)
1 1/2
2 1/4
3 1/6
4 ~1/8
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Networks and Representation

Social Network

A social structure made of nodes (individuals or organizations) ar
edges that connect nodes in various relationships like friendship
Kinship etc.

A Matrix Representation
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Properties of Large-Scale Networks

A Networks in social media are typically huge, involving
millions of actors and connections.

A Largescale networks in real world demonstrate
similar patterns
I Scalefree distributions
I Smaliworld effect
I Strong Community Structure
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Diameter

A Measures used to calibrate the small world effect

I Diameter the longest shortest path in a network
I Average shortest path length

A The shortest path between two nodes is call
geodesic.

A The number of hops in the geodesic is the
geodesic distance.

A The geodesic distance between node 1 and
node 9 is 4.
A The diameter of the network is 5,

corresponding to the geodesic distance betwe
nodes 2 and 9.
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Community Structure

A Community People in a group interact with each
other more frequently than those outside the group

A Friends of a friend are likely to be friends as well

A Measured byclustering coefficient:
ifdensity of connections amo

Ki .
C; =] a&x@-n a; > 1

0 di =0orl
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Clustering Coefficient

A d.=4,N=1{4,5, 7,8} ki d > 1

A k=4 as e(45), e(57), e5,8), e(7,Ci = { dfx(d(f)_l)/z dl- 0ol
A C.=4/(4*3/2) = 2/3 p=ror
A Average clustering coefficient

C=(¢+G+ .G

A C =0.61 for the left network
A In arandom graph, the expected coefficient is 14/(9*8/2) = 0.109.
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Challenges

A Scalability
T Social networks are often in a scale of millions of nodes and
connections
I Traditional Network Analysis often deals with at most hundreds of
subjects

A Heterogeneity
I Various types of entities and interactions are involved
A Evolution
I Timeliness is emphasized in social media
A Collective Intelligence
I How to utilize wisdom of crowds in forms of tags, wikis, reviews

A Evaluation
I Lack of ground truth, and complete information due to privacy
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Social Computing Tasks

A Social Computing: a young and vibrant field

A Many new challenges Tasks
I Network Modeling
I Centrality Analysis and Influence Modeling
I Community Detection
I Classification and Recommendation
I Privacy, Spam and Security
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Network Modeling

A Large Networks demonstrate statistical patterns
I Smalworld effect (e.g., 6 degrees of separation)
I Powerlaw distribution (a.k.a. scalieee distribution)
I Community structure (high clustering coefficient)

A model the network dynamics

I Find a mechanism such that the statistical patterns observed in-large
scale networks can be reproduced.

I Examples: random graph, preferential attachment process, Watts and
Strogatzmodel
A Used for simulation to understand network properties

I ThomasS h e | famausgiingation What could cause the
segregation of white and black people

T Network robustness under attack
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http://web.mit.edu/rajsingh/www/lab/alife/schelling.html

Centrality Analysis and Influence Modeling

A Centrality Analysis:
I ldentify themost importantactors or edges
I Various criteria
A Influence modeling:
I How is information diffused?
I How does one influence each other?
A Related Problems

I Viral marketing: worebf-mouth effect
I Influence maximization
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Community Detection

A Acommunityis a set of nodes between which the interactions are
(relatively) frequent

I A.k.a.,group, cluster, cohesive subgroups, modules

® e“"e’o“o — ./M

A ApplicationsRecommendation based communities, Network Compression,
Visualization of a huge network
A New lines of research in social media
I Community Detection in Heterogeneous Networks
I Community Evolution in Dynamic Networks
I Scalable Community Detection in Laigeale Networks
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Classification and Recommendation

A Common in social media applications
I Tag suggestion, Friend/Group Recommendation, Targeting

Linkprediction

+ , ? + -
H 3 +
? 5 ?/ + +
9 T 4 - —— -
8
? + - + + _

Network-Based Classification
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Importance of Nodes

A Not all nodes are equally important

A Centrality Analysis:
I Find out the most important nodes in one network

A Commonlyused Measures
I Degree Centrality
I Closeness Centrality
I Betweenness Centrality
I Eigenvector Centrality
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Degree Centrality

A The importance of a node is determined by the number of
nodes adjacent to it
I The larger the degree, the more import the node is

I Only a small number of nodes have high degrees in mamfiieal
networks

A Degree Centrality <PV =% = ; Ajj

Cr -) = (: — ]
A Normalized Degree Centrality p(vi) = di/(n —1)

For node 1, degree centrality is 3;
Normalized degree centrality is
3/(9-1)=3/8.
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Closeness Centrality

A“Centr a

nodes are I mport al
network more quickly than nooentral nodes

A Importance measured Hyow close a node is to other nodes

: : | -
A Average Distance: p, (v;) = - Y e(vi, v))

A Closeness Centrality

Cc(v) =

1
n—1

Y e, v))

J#F
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Closeness Centrality Example

Table 2.1: Pairwise geodesic distance

Node 1 2 3 4 5 6 7 8 9
| 0O 1 1 1 2 2 3 3 4
2 1 01 2 3 3 4 4 5
3 1 1 0 1 2 2 3 3 4
4 1 21 0 1 1 2 2 3
5 2 3 2 1 0 1 1 1 2
6 23 2 11 0 1 1 2
7 3 4 3 2 1 1 0 1 1
8 3 4 3 2 1 1 1 0 2
9 4 5 4 3 2 2 1 2 0
90— 1
Cc(3) = —— —8/17 = 0.47,
1+1+1+%+%+3+3+4
Co(d) = —8/13 = 0.62.

1 +24+14+14+14+2+2+3
Node 4 i1s more central than node 3
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Betweenness Centrality

Node betweenness countee number of shortest paths that pass one
node

Nodes with high betweenness are important in communication and
iInformation diffusion

: st (V)
Betweenness Centrality Cp(v;) = E B
o
vsFEV; Fu eV, s <t St

J gt . The number of shortest paths betwesm@andt

O st (Ug) . The number of shortegpathsbetweensandt that pass v
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Betweenness Centrality Example

Table2.2: o,,(4)/0y;

11
1/1 2/2 11
2/2 4/4 2/2
2/2 4/4 2/2
2/2 4/4 2/2

What’'s the betweenness cent
O gt . The number of shortest paths betwesmandt

Cfst(’Uz‘) : The number of shorteqpathsbetweensandt that pass v
05t (Vi)
Cpo)= ), — - Cp(4) = 15

vsEV;EF eV s <t
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Eigenvector Centrality

AOne’s importance is deter mi.i

A If one has many important friends, he should be important as
well.

Ce(vi) x Y AijCg(vy)

v;eN;

X X Ax - Ax = AX.

A The centrality corresponds to the top eigenvector of the
adjacency matrix A.

A A variant of this eigenvector centrality is tRegeRankcore.
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Strengths of Ties
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Weak and Strong Ties

A In practice, connections are not of the same strength

A Interpersonal social networks are composed of
strong ties ¢lose friendy and weak ties
(acquaintancep

A Strong ties and weak ties play different roles for
community formation and information diffusion

A Strength of Weak Ties

I Occasionagéncounters with distant acquaintancean
provideimportant information about new opportunities
for job search
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Connections in Social Media

A Social Media allows users to connect to each other more
easily than ever
A One user might have thousands of friends online
A Who are the most important ones among your Jesceboolriends?

A Imperative toestimate the strengths of tiefor advanced
analysis
A Analyze network topology
A Learn from User Profiles and Attributes
A Learn from User Activities
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Learning from Network Topology

A Bridgesconnecting two different communities are
weak ties

A An edge is &ridgeif its removal results in
disconnection of its terminal nodes / 9 \
10 a8

6 — 5 2

N \>1 (s ;-_

7 — 4 3 ‘\ >"
7 — 3

4

e(2,5) is a bridge e(2,5) INOTa bridge
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“shortcut” Bridge

A Bridges are rare in redife networks

A Alternatively, one can relax the definition by checkinc
If the distancebetween two terminal nodes
Increases Ithe edge is removed

A The larger the distance, the weaker the tie is
9

N

A d(2,5) = 4 if e(2,5) is removed 10 8

A d(5,6) = 2 if e(5,6) is removed . . ,

A e(5,6) is a stronger tie than e(2,5) . > 1
3

7 — 4
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Neighborhood Overlap

A Tie Strength can be measured based on neighborhood
overlap;the larger the overlap, the stronger the tie is.

number of shared friends of both v; and v;

overlap(vi,vj) = : -
o number of friends who are adjacent to at least v; or v;

B |IN; N N;|
|IN; UN;| — 2
A -2 in the denominator is to excludeandyv, / ’ \
10 8
overlap(2,5) =0, o 6 — 5 2
| 5, 6G) = - =1/4 \ 1
overlap(d, 6) 12.4.5.6.7.10) — 2 / l ! . >
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Learning from Profiles and
Interactions

A Twitter: one can follow others without o | | ccon@rmation

I The real friendship network is determined by the frequency two users talk
to each other, rather than the followdbllowee network

I The real friendship network is more influential in driving Twitter usage
A Strengths of ties can be predicted accurately based on various
Information fromFacebook

I Friendinitiated posts, message exchanged in wall post, number of mutual
friends, etc.

A Learninghumericlink strength by maximum likelihood estimation
I User profile similarity determines the strength
I Link strength in turn determines user interaction
I Maximize the likelihood based on observed profiles and interactions
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Learning from User Activities

A One might learn how one influences his
friends If the user activity log is accessible

A Depending on the adopted influence model
I Independent cascading model
I Linear threshold model

A Maximizing the likelihood of user activity
given an influence model
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Influence modeling

Influence modeling is one of the fundamental
guestions in order to understand the
iInformation diffusion spread of new ideasand

word-of-mouth (viral) marketing

Well known Influence modeling methods

1. Linear threshold model (LTM)
2. Independent cascade model (ICM)
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Common properties of Influence
modeling methods

A A social network is representeddirected
graph, with each actor being one node;

A Each node is started as active or inactive:

A A node, once activated, will activate his
neighboring nodes;

A Once a node is activated, this node cannot be
deactivated.
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Linear Threshold Model

An actor would take an action if the number of his
friends who have taken the action exceeds (reaches) a
certain threshold

A Each node chooses a threshold, randomly from a
uniformdistribution in an interval between 0 and 1.

A In each discrete step, all nodes that were active in
the previous step remain active

A The nodes satisfying the following condition will be
activated Z b v > 6,

weNy,,w 1§ active
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Linear Threshold (LT) Model

A A user is either active (influenced) or inactive.

A Influence spreads through the social graph
from active users to inactive users.

A Each user has an activation threshold,
uniformly distributed in [0,1].

A If the sum of incoming influence from
neighbors is more than the activation
threshold, the user becomes active.
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LT Algorithm

Require: Graph G(V, E), set of initial activated nodes Ay
1: return Final set of activated nodes A ..
2: i=0;
Uniformly assign random thresholds 6, from the interval [0, 1];
whilei=0or(Ai.1 #A;,i>1)do
A=A
inactive=V — A;;
for all v € inactive do
if ) jconnected to v,jed; Wi > 0,. then
activate v;
10: Ais1 = Ain U {o);
11: end if
122 end for
13: i=1+1;
14: end while
15: A = A;;
16: Return Au;

e 0 XN S Do W
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Linear Threshold Model - Example

Q 0.6 @ Q Inactive Node
Active Node
0.2

Activation Threshold

@ U . Incoming influence

10-2 Stop!

> v  Spread of node vis 4
for this choice of thresholds

To estimate the spread of a seed set, this process is
repeated many times, and.the average is taken 45



Linear Threshold ModeDiffusion
ProceS$'hreshold 50%)

I

Final Stage
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Independent Cascade Model (ICM)

The 1 ndependent cascad mo d
rat her than the recei ver ' s

A A nodew, once activateét stept , has one chance to
activate each of its neighborandomly
I For a neighboring node (say, the activatiorsucceeds with

probabilityp,,,(e.g. p=0.p

A If the activation succeeds, thenwill become active at step
t+1

A In the subsequent roundsy will not attempt to activate v
anymore.

A The diffusion processtarts with an initial activated set of
nodes, then continues until no further activation is possible

e
e
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Independent Cascade Moddiffusion

o @ roces : @
| O oY [ V3 v
N .‘ " @
Step 0 Step 1 Step 2
(4)
e a
<\ 5
Step 3 Step 4 Final Stage
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Influence Maximization

Given a network and a parametkywhich k
nodes should be selected to be in dutivation
setB in order to maximize the influence in terms
of active nodes at thend?

let: 6. 0 RSy23GS GKS SELJS
that can be influenced by B, tltimization
problem can be formulated as follows:

max o (B) s.t. |B| < k
BCV
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Influence Maximization

A Problem

I Select k individuals such that by activating them,
the expected spread of influenas maximized.

Input _

o - @ .

Q 3 ) Output
@

&d 2 @ |
. - Seed set of size k
Social graph with influence @ .
probabilities of edges
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Influence Maximization- A greedy
Approach

Maximizing the influence, Is a Nfard problem but it is
proved that the greedy approaches gives a solution
that Is 63 % of the optimal.

A greedy approach:
I Start withB =@
i 9@l fdzZ0S ~ o000 FT2NJ SIFOK y2RSI |y
first node v1 to form B = {v1}
i Select a node whichwillincreased . 0 Y2aid AF (0UKS

A Essentially, we greedifind a nodev » V\B such that

v =arg max o(B U {v})
veV\B
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Correlation

It has been widely observed that user attributes
and behaviors tend to correlate with their social
networks

A Suppose we have a binary attribute with each
node (say, whether or not being smoker)

A If the attribute is correlated with the network, we
expect actors sharing the same attribute value to
be positively correlated with social connections

A That is, smokers are more likely to interact with
other smokers, and neemokers with non

smokers



Test For Correlation

If the fraction of edges linking nodes with different
attribute values are significantly less than the
expected probability, then there is evidence of

correlation

Example; if connections are independent of the smoking
behavior:

A p fraction are smokers {f nonsmoker)

I one edge Is expected to connect two smokers with
probabilityp x p,

I two nonsmokers withprobability:0 m %0 M_.Job  LJO

I A smoker and a neamoker:2 p (kp)



Test For Correlation- An example

Red nodes denote non-smokers, and green ones are smokers. If
there is no correlation, then the probability of one edge
connecting a smoker and a non-smoker is 2 x 4/9 x5/9 = 49%.

In this example the fraction is 2/14 = 14% < 49% thi®
network demonstrates some degree of correlation with respect
to the smoking behavior.

A more formal way is to conduct a ¢ 2est for independence of
social connections and attributes
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Correlation in socilal networks

Homophily; is a term to explain our tendency to link to
others that share certain similarity with us

Confounding; correlation between actors can also be
forged due to external influences from environment.
“two I ndividuals |1 ving I
become friends than two r .

Influence;a process that causes behavioral correlations
bet ween adjacent actors.
to a mobile company, he might be influenced by his
friends and switch to the



Influence or Correlation

In many studies about influence modeling, influence Is
determined by timestamps

A Shuffle test is an approach to identify whether
Influence Is a factor associated with a social system

A The probability of one node being active is a logistic function of the
number of his active friends as follows

P In(a+1)+p

pla) = 1 + e In(a+1)+p

T ais the number of active friends,
i h GKS az20Al ¢ 02 Nﬂ\alécfnﬁaiﬁlt)toexylain@r% Bfae biﬁjoéaxfti&‘ratidny R
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Activation likelihood

Suppose at one time point, Y, , users with a active
friendsbecome active, andll, ;, users who also have
a active friends yet stay inactive at time t .

A Thelikelihood at timet is
[T p(a)™ (1 = p(a)) ™

Given the user activity log, we can compute a correlation
coefficienth (2 Y I EA Y AkeliSoodi KS | 02 ¢



Shuffle Test

The key idea of the shuffle test is that If influence does
not play a role, the timing of activation should be
Independent of the timing of other actors. Thus, even if
we randomly shuffle the timestamps of user activities,
we should obtain a simildr @I { dzS ®

Test for Influence:
After we shuffle the timestamps of user activities, if the new
estimate of social correlation is significantly different from the
estimate based on the user activity log, therere is evidence of
influence.
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Food for Social Brain

More Social + Contents Models
Weighted Sign Models of Network
Lets analyseQuora

Integrating various social networks
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